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Article Information ABSTRACT

In modern times, automated task processing and sophisticated algorithm design are important
Received: July 09, 2024 tools for using cutting-edge technologies and approaches to extract insights from data and
Accepted: August 01,2024 practical solutions. The machine learning models powered by data have produced outputs
. that were either more or less worthy when the input datasets were balanced. An uneven
Published: February 18,2025 s ribution of classes in the input datasets has resulted in imbalanced data. Class imbalance
has been a significant challenge in machine learning applications, particularly when working
with substantially disparate distributions like those found in Internet of Things datasets.
This study addressed the class imbalance issue in IoT data by comparing various resampling
strategies. The study aimed to find efficient ways to realign class distributions and enhance
the functionality of machine learning models implemented in Internet of Things systems.
A predictive model built on an unbalanced data set appeared to have high accuracy, but it
struggled to generalise new data from the minority class. Resampling techniques, including
Over-sampling, Under-sampling, SMOTE (Synthetic Minority Over-Sampling Technique),
and ADASYN (Adaptive Synthetic Sampling), were evaluated using an extensive variety of
IoT datasets spanning different classes and domains. The functionality of each technique was
assessed using performance metrics such as the area covered by AUC, Fl-score, precision,
and recall. This study advanced the understanding of class imbalance mitigation in IoT data
processing by providing insights into creating more durable and trustworthy models for IoT
scenarios. CCS CONCEPTS ¢ Class Imbalance ¢ Applied Computing ® Machine Learning
* Internet of Things (IoT)
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INTRODUCTION

The Internet of Things (IoT) has recently changed
several industries. It has made it possible to collect and
analyse an immense quantity of sensor data for vatious
applications, from smart healthcare to the automobile
industry (Pramanik ez a/, 2019). The Internet of Things
(I0T) is a significant advancement in artificial intelligence,
transforming our daily lives through various functions like
device modelling, control, data publishing, analysis, and
detection (Wanasinghe ez a/., 2020). It has outpaced other
technologies due to its promising future and ability to
analyse and study vatious elements, making it a significant
milestone in the field (Notd ez 4/, 2019).

However, class imbalance in the datasets has been one
of the main obstacles to fully utilising the potential of
IoT data. When one class greatly outnumbers the others,
class imbalances arise, which bias model results and lower
predicted accuracy. If it is discovered that the amount of
data points in two-class classification models or multi-
class data models is roughly the same, handling a dataset
with sufficient data points is not too challenging (Peng ez
al., 2023; Qawqzeh & Ashraf, .2023).

The utilisation of IoT generates non-stationary data
streams that can change over time, making it challenging
for Machine learning algorithms to identify minority
exposure accurately (Nixon ef al, 2019). The lack of
robust computing equipment can disrupt machine
learning methods like oversampling and undersampling,
affecting their ability to operate in complex environments

(Atuhurra ez al., 2024). Cyberattacks also tax IoT networks,
leading to highly skewed datasets. Momentum detection
of minority-class hacking is crucial in IoT networks,
but models tend to favour the majority of normal-class
sites. Deep learning techniques for class imbalance have
been applied to image recognition, but their application
to non-image IoT data may require different approaches
(Atuhurra ez al., 2024; Johnson & Khoshgoftaar, 2019).
This research aims to reduce class disparity in two IoT
datasets: IoT Modbus and IoT GPS Tracker. Addressing
class imbalance is crucial for ensuring this reliability and
effectiveness in machine learning models deployed in IoT
systems (Qawqzeh & Ashraf, 2023; Tanha ez al., .2020;
Varotto et al., 2021; Welvaars ez al., 2023). The main goal
is a competent and comparative analysis of methods
designed to address class imbalance in these datasets.
In particular, we examine the effectiveness of several
techniques, such as the Synthetic Minority Over-Sampling
Technique (SMOTE), Random Under-sampling (RUS),
Random Over-sampling (ROS), and Adaptive Synthetic
Sampling (ADASYN) method, in resolving class imbalance
in multi-class scenarios. Machine learning algorithms
trained on imbalance datasheets tend to perform pootly on
minority class cases, which are generally more interesting
in detection and forecasting scenarios, in favour of the
majority class (Koziarski e al, 2020).

Multi-class classification is a task with more than two
classes and assumes that an object can only receive
one classification. The trained model, constructed with
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this dataset, will function according to the authors’
expectations. It is common knowledge that these data
points are balanced datasets.

However, the issue arises when skewed datasets, such as
those with under- or over-representation, are acquired to
create a data model for predictive analysis. We seck to
find practical approaches for enhancing the predictive
accuracy and generalisation of machine learning models
in the Internet of Things applications by assessing these
methods’ effectiveness on various IoT datasets.

This ‘study’s goal was to advance state-of-the-art IoT data
analysis and make it easier to create more durable and
trustworthy predictive models for practical IoT scenatios
by offering insights into the selection and application of
resampling techniques designed to address class imbalance
in IoT datasets (Obaid & Nassif, .2022; Paisitkriangkrai ez
al., 2013; Wang & Yao, .2012).

LITERATURE REVIEW

Introduction to Internet of Things

The Internet of Things (IoT) is a rapidly evolving
technology that uses processing power, downsized
electronics, and networking links to connect devices
and systems (Kumar es a/, 2021). It has sparked
debates on various aspects, including opportunities
for new companies, security, privacy, compatibility, and
international ecosystem. The IoT will impact various
aspects of life, including elders, consumers, and healthcare
providers (Pal ez al., 2018). To ensure energy savings and
elasticity, IoT devices like smart home appliances need
authentication and optimization of energy consumption.
This technology has the potential to revolutionize various
aspects of our lives (Powroznik ez al., 2021). Personal IoT

Class Distribution - 10T_GPS Tracker

devices, such as wearable fitness and health monitoring
devices, are also expected to improve independence and
quality of life for people with disabilities and the elderly
(Khodadadi ez al., 2016). IoT systems, such as networked
vehicles and intelligent traffic systems, are moving
towards smart cities, reducing congestion and energy
consumption. However, IoT also presents challenges that
need to be addressed for potential benefits to be realized
(Rose ¢t al., 2015).

Class Imbalance in Machine Learning

One of the significant challenges associated with IoT
is managing the vast amounts of data generated by
these devices, which often leads to class imbalance in
machine learning applications. In machine learning,
class imbalance is a widespread problem that impacts
several industries, such as cybersecurity, finance, and
healthcare (Dogra ef al., 2022). Class imbalance is a major
difficulty in IoT because data collecting is naturally biased
towards typical operational conditions (Zhou ez al., 2022).
Imbalanced datasets are those where one of two possible
outcomes is rare (Tyagi & Mittal, 2020). A classification
model’s performance depends on the training dataset’s
quality and quantity (Hanskunatai, 2018). In imbalanced
datasets with two-valued classes, accuracy may not clearly
represent classification results. In applications like disease
detection and intrusion detection, it is more important
to correctly predict the minority class (Tyagi & Mittal,
.2020). The very visible presence of a class imbalance is
depicted in Figure 1.

Class imbalance presents particular difficulties in the
IoT because of the type of data that IoT devices and
sensor networks produce (Ullah & Mahmoud, 2021).
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Figure 1: Class Imbalance Among Different Datasets
Source: Author

Class imbalance in IoT information has been studied,
especially in applications for environmental monitoring,
predictive maintenance, and anomaly detection (Coelho
et al., 2022; Fahim & Sillitti, 2019). According to certain
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studies, undersampling strategies might exclude important
information from the majority class, while oversampling
could cause overfitting or injecting noise into the data
(Koziarski ez al., .2019; Saez et al., 2016). To address class
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imbalance issues in machine learning, the dataset itself
or the learning methods of the underlying algorithm can
be tuned.

Handling Approaches

At the algorithm level, approaches like Ada boosting,
mapping, and cost-sensitive learning can be used to
tune the classifier’s results. Data level-based imbalance
handling involves equating the occurrence of both classes
algorithmically to improve the imbalance ratio (Tyagi &
Mittal, 2020). Several studies have looked into ways to
address the class disparity, and resampling techniques
have become prominent approaches. By creating
synthetic samples, oversampling techniques like Adaptive
Synthetic Sampling (ADASYN) and Synthetic Minority
Over-Sampling Technique (SMOTE) seek to boost the
representation of minority class instances (Huang, 2015;
Tarawneh e al., .2020). To rebalance class distributions,
under-sampling techniques, on the other hand, require
lowering the quantity of majority class samples (Abdi
& Hashemi, .2015). In order to produce a balanced
dataset, hybrid approaches use both under-sampling and
oversampling methods.

Several machine learning methods may be used to create
predictive data models. The model’s accuracy depends on
how well it can identify the positive class and how well
it can predict a negative class (Fisher e a/, 2019). The
categorisation rate of the two classes mentioned above
has been verified, even if a model provides 90% accuracy.
Unbalanced data sets can cause skewed proportions
between groups, necessitating preprocessing sample
techniques, algorithmic approaches, or a bot to shift the
model for sustainable analysis.

ADASYN, CoSen modelling, SMOTE, under- and
over-sampling, and SMOTE have been commonly
used solutions. A balanced dataset was produced by
undersampling, which removes the sample of the
dominant class. The loss of important information was
ascribed to the dataset’s undersampling. Conversely, over-
sampling attempted to balance the dataset by making
duplicates of the pre-existing dataset. It could be arbitrary

duplicates of the data subset., leading to overfitting of the
model, which is often computationally costly. Instead of
adding new data samples to the minority class or replacing
the current samples, the SMOTE-based approach
artificially produces the sample data. The SMOTE-based
method faces a problem due to the undesirable addition
of noise to the dataset.

The study has focused on adding knowledge on class
imbalance mitigation in IoT data analysis by comparing
resampling approaches in IoT datasets. Advancements
in IoT data analytics have created more durable and
scalable ToT systems. The study aims to identify
practical approaches for enhancing the performance and
dependability of machine learning models used in IoT
applications through empirical evaluation and methodical
comparison.

RESEARCH METHODOLOGY

This research has extensively utilised an experimental
design to comprehensively contrast resampling techniques
that were applied to deal with the problem of class
imbalance in the presence of noise data. By leveraging
resampling methods alongside comparative analysis, the
dataset was divided into two subsets: a training dataset
through which the model was trained and a testing dataset
through which the performance of the model was tested.
This experimental setting provided a systematic means
of testing the impact of various resampling schemes on
classifier performance.

Comparison of RF and SVC Classifiers

The study includes a comparative investigation of base
classifiers, namely the Random Forest Classifier (RF) and
the Support Vector Classifier (SVC). This comparison
assesses their effectiveness in resolving class disparity in
the context of multi-class issues. According to the study’s
findings, the RIF classifier performs better than other
basic classifiers in reducing the difficulties caused by class
imbalance in multi-class situations. The predictive model is
an RF classifier because of its solid performance history.
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Figure 2: Performance Evaluation of Base Classifiers on the IoT_Modbus Dataset
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Dataset Selection

In selecting specific datasets for this study, various IoT
datasets spanning several application areas have been
explored, selecting those that could demonstrate a
substantial class imbalance. The main objective of the
data selection process was to ensure a comprehensive
analysis of specific datasets with various attributes,
including considering datasets of various sizes, imbalance
ratios, and feature space dimensionality.

Preprocessing

Standard data preparation procedures have been
implemented to ensure the datasets are appropriately
subjected  to

engineering techniques. This process aims to enhance

cleaned, normalised, and feature
data quality and consistency by effectively addressing
noise, outliers, and missing values. Resampling strategies
were employed to rebalance class distributions within
the ToT datasets, including random under-sampling
and oversampling techniques such as SMOTE and
ADASYN. By generating balanced training sets through
resampling, the models were trained and evaluated more
effectively, mitigating the impact of class imbalance and
improving the overall performance of the predictive

models.

Selection of Base Classifier

Two popular SVC (support vector classifier) and RF
(random forest classifier) classifiers were selected for
the study. However, the choice of specific classifiers has
depended on the specific properties of IoT data and its
function.

Model Training and Evaluation

The original unbalanced and the resampled datasets
have been utilised to train the CSV and RF Classifiers.
Stratified cross-validation has been applied to ensure
unbiased performance evaluation and mitigate the impact
of dataset imbalance during model assessment. Standard
assessment metrics such as ROC curve (AUC), precision,
recall, and Fl-score have been employed to evaluate
the performance of each classifier. Additionally, the
effectiveness of SVC and RF classifiers in handling class
imbalance within the IoT datasets has been compared
across several resampling methods.

Statistical Analysis

The performance of SVC and RF classifiers on original
and resampled datasets has been evaluated by statistical
methods such as t-tests or Wilcoxon signed-rank tests.
The outcomes of the statistical analysis were performed
to identify significant variations in the performance of
classifiers. Additionally, the analysis enabled the detection
of how resampling methods affect the performance of
the classifiers.

Sensitivity Analysis

Sensitivity analysis has been employed to assess the
resilience of SVC and RF classifiers to variations in
dataset properties, encompassing changes in feature space
dimensionality, dataset size, and class imbalance ratio. By
systematically varying these properties, the study aimed
to understand how the classifiers’ performance adapts
to different data configurations. Additionally, an analysis
was conducted to investigate the impact of algorithmic
decisions and hyperparameter settings on classifier
performance within diverse resampling scenarios. This
analysis will provide insights into the robustness of SVC
and RF classifiers across vatious conditions, enabling a
comprehensive evaluation of their suitability for handling
class imbalance and other challenges inherent in IoT
datasets.

Discussion and Interpretation

The discussion and interpretation part of the study has
utilised the analysis of experimental findings based on
the comparative performance evaluation of SVC and RF
classifiers while employing various resampling strategies.
The advantages and disadvantages of each classifier in
managing the class imbalance have been discussed based
on the results that have affected IoT data analysis. Key
factors like interpretability, computational efficiency, and
model resilience have also been considered to ensure
effective performance. The study has been summarised
with possible directions for further studies, such as
investigating hybrid or ensemble methodologies to enhance
classifier performance in imbalanced IoT datasets.

Resampling Methods and Model Evaluation Strategy
A collection of resampling methods, such as “No
Resampling,”  “ROS,” “RUS;”  “SMOTE,” and
“ADASYN,” have been presented to solve class imbalance
and evaluate its impact on the overall performance of the
model. This stage involved determining if resampling was
necessary and considering the “No Resampling” option
to comprehend the impact of class imbalance on model
performance. A specific OvO classifier has been utilised
for multi-class classification, as it was well-suited for the
situations where several classes were present and can
be trained efficiently with both original and resampled
datasets.

The model’s performance was evaluated during the
OvO’s training on the chosen dataset, regardless of
Resampling, After the training phase, predictions were
created for the test set, and accuracy scores were carefully
determined. Furthermore, individualised confusion
matrices were constructed for each resampling scenario,
comprehensively evaluating the model’s performance
across various resampling techniques. A  visual
representation of this methodology has been presented

in Figure 3.
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Figure 3: Illustration of Resampling Techniques for Class Imbalance Handling in IoT Environment

RESULTS AND DISCUSSION
Analysis of Base Classifiers
Strategies in IoT Datasets

A comprehensive analysis of base classifiers and

and Resampling

resampling strategies was conducted to identify key
findings regarding class imbalance in IoT datasets. The
Random Forest Classifier (RF) and the Support Vector
Classifier (SVC) performed biasedly, favouring the
majority class with superior accuracy, precision, and
recall on the original unbalanced datasets. The study
revealed a trade-off between recall and accuracy, with
SVC demonstrating better recall but poorer precision
than RE However, RF regularly outperformed SVC in
terms of total Fl-score on datasets that were not evenly
distributed.

The successful mitigation of class imbalance resampling
strategies led to better performance across various
for both SMOTE
and ADASYN oversampling techniques significantly
improved memory for the minority class, reducing and

assessment measures classifiers.

alleviating the imbalance-induced bias in predictions.

Furthermore, sensitivity to the minority class was
enhanced, but overall accuracy was decreased when
random undersampling approaches were utilised.
Although RF consistently outperformed SVC in various
conditions, demonstrating greater overall accuracy,
precision, recall, and Fl-score in the comparison study of
SVC and RF resampled datasets. RF also outperformed
SVC in sensitivity to minority classes and produced a

Classification Report: No Resampling

precision recall fl-score support

Classification Report: Random Ower.sampling

precision  recall fl-score support

stronger recall-to-precision ratio.

Statistical Analysis of Base Classifier Performance
The statistical analysis of the study revealed that RF
outperformed SVC in managing class imbalance to IoT
datasets, highlighting the significance of its performance.
Additionally, various dataset properties such as imbalance
ratio, size, and feature space dimensionality affected
the efficacy of resampling algorithms differently, with
RF classifiers demonstrating greater resistance to these
fluctuations than SVC classifiers.

These findings of the study have emphasised the
significance of selectingappropriate resampling techniques
and classifiers for IoT datasets, thereby enhancing the
development of robust and reliable predictive models for
diverse applications. In this study, the performance of a
classification model using various resampling techniques
was assessed to determine class imbalance in the dataset.
The classification reports associated with each technique
yield valuable insights into the model’s precision, recall,
F1 scores, and accuracy across various classes. These
results offered a comprehensive perspective on how
diverse resampling methods influence the model’s ability
to accurately classify instances across various categories
(Collell ez al., 2018; Qawqzeh ez al., 2020).

The subsequent sections will delve deeper into the
implications of these results and their significance in
selecting the most appropriate resampling technique.
Figures 4 and 5 represent the classification reports for the
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Figure 4: IoT_Modbus dataset classification reports of the used resampling techniques
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Classification Report: No Resampling Classification Report: Random Ower-sampling Classification Report: Random Under.sampling
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Figure 5: IoT_GPS_Tracker dataset classification reports of the used resampling techniques

resampling techniques utilised in this study, focusing on
both the ToT_Modbus and ToT_GPS_Ttracker datasets.

The comprehensive analysis of the model highlighted the
impact of diverse resampling techniques on classification
petformance across varied classes, facilitating a deeper
understanding of their implications and avenues for
potential enhancements. Previous research (Azlim &
Ahamed, .2023; Jiang ¢/ al, 2023; Qawqzeh ez al., 2023;
Rezvani & Wang, 2023) have emphasised the symbiotic
relationship between resampling techniques and the
choice of classification methods, underscoring the
necessity for synergy to maximise beneficial outcomes.

Absence of Resampling

In the absence of Resampling, the model achieved 98%
notable accuracy. While demonstrating petfect precision
and high recall for the “Injection” class and a commendable
Fl-score for “Scanning,” lower Fl-scores for “XSS” and
“Backdoor” indicated areas for improvement.

Random Over-Sampling (ROS)

Maintaining a consistent accuracy of 98%, ROS
exhibited strengths in petfect precision and high recall
for the “Injection” class, along with a substantial I1-
score for “Scanning”” However, comparatively lower 1

scores for “Password” and “XSS” suggested potential
areas for enhancement. ROS effectively addressed class
distribution imbalance.

Random Under-Sampling (RUS)

Despite balancing class distribution, RUS lead to a
reduced accuracy of 84%. While achieving a perfect F1-
score for the “Injection” class, the model performance
was significantly weakened across other classes, resulting
in low precision and recall.

SMOTE (Synthetic Minority Over-Sampling
Technique)

SMOTE achieved a commendable accuracy of 99%,
maintaining excellent precision and recall for “Normal”
and “Injection” classes, resulting in high F1 scores.
However, relatively lower F1 scores for “XSS” and
“Backdoor” suggested potential areas for improvement.
SMOTE effectively addressed class imbalance by
generating synthetic instances.

ADASYN (Adaptive Synthetic Sampling)

Similarly achieving a high accuracy of 99%, ADASYN
sustained robust precision and recall for “Normal”
and “Injection” classes, resulting in high F1 scores.
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Figure 7: Heat maps showcase the resampling techniques employed on the IoT_GPS_Tracker dataset

Nevertheless, there was an area for enhancement in F1-
scores for “XSS” and “Backdoor,” signifying potential
improvements. ADASYN effectively mitigates class
imbalance through adaptive synthetic sampling. This
analysis offered insights into the relative effectiveness of
each resampling approach concerning precision, recall,
F1 scores, and accuracy across different classes. RUS’s
overall performance has been compromised despite its
improvement in the “Injection” class.

These findings informed conclusions regarding the
suitability of resampling techniques in addressing class
imbalance within a multi-class scenario. Heat maps
were generated to represent the resampling techniques
employed on the IoT_Modbus dataset, as shown in
Figures 6 and 7.

CONCLUSION

The study examined the impact of resampling techniques
on classification models in class-imbalanced IoT datasets.
It found that Support Vector Classifier (SVC) and Random
Forest Classifier (RF) performed biasedly on unbalanced
datasets, highlighting the issue of class imbalance in
machine learning tasks. Resampling strategies improved
the performance of SVC and RF classifiers, with hybrid
approaches like SMOTE and oversampling techniques
like ADASYN enabling rebalancing class distributions
and enhancing model performance. RF consistently
outperformed SVC in resampling scenarios, achieving
superior accuracy, precision, recall, and Fl-score.

The study emphasized the importance of resampling
techniques in scenarios marked by class imbalance to
enhance the accuracy and reliability of classification
models in practical applications. Future research could
explore hyperparameter tunings effects on model
performance and explore the applicability of these
techniques in domains like cybersecurity, fraud detection,
and medical diagnosis.

Future Implications
This subsequent study may investigate several directions

to expand our comprehension and improve the
usefulness of resolving class imbalance in ToT datasets.
Exploring hybrid or adaptive resampling methodologies
might mitigate trade-offs observed in current techniques
and potentially boost overall classification performance.
Examine how well ensemble learning methods-like
bagging, boosting, or stacking-work with resampling
techniques to enhance model robustness and performance
in unbalanced IoT datasets. By combining the advantages
of several classifiers and resampling strategies, ensemble
approaches may improve generalisation and prediction
accuracy.

The study explores adaptive resampling techniques that
can dynamically adjust to changes in the data distribution.
Ensuring the ongoing efficacy of class imbalance
mitigation strategies in practical applications
require creating algorithms that can recognise and react
to idea drift, data drift, or changing class distributions
in IoT datasets. The study suggests that exploring the
compatibility between advanced classification algorithms
and resampling methods is a promising direction. This

may

exploration could unveil enhanced performance in
complex multi-class scenarios, presenting opportunities
for more robust and accurate models.

Moreover, examining the practical implications and
robustness of these techniques in real-world scenarios,
particularly in domains where accurate classification is
imperative, would be instrumental. This includes rigorous
testing and validation of these techniques in operational
settings to gauge their effectiveness and feasibility beyond
controlled experimental setups. Validate the effectiveness
of the identified resampling techniques and classifiers
through deployment in real-world IoT environments.
Conduct extensive evaluation and monitoring of model
performance under practical conditions, considering
scalability, reliability, and interpretability factors.

Case studies and field trials in diverse IoT domains
could provide valuable insights into the applicability
and impact of class imbalance mitigation strategies in
real-world settings. The project proposes frameworks
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and automated methods for selecting suitable classifiers,
hyperparameters, and resampling techniques for IoT
dataset’s properties. The model creation process might
be streamlined by automated model selection and
hyperparameter tweaking, allowing practitioners to
quickly find and implement efficient predictive models in
Internet of Things applications.

The findings of this study provide a foundation for future
research, emphasising the need for tailored techniques and
their practical applications in addressing class imbalance
within the dynamic landscape of IoT datasets. The
enhancement of the state-of-the-art in-class imbalance
mitigation strategies for IoT datasets by addressing
these future research objectives will eventually improve
the predictive modelling’s performance, scalability, and
reliability in various IoT applications.
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